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Analytical limits in cancer research

Abundance of reported 
studies

Scarcity of quality, individual-level 
patient data

Interventional (RCT) Observational (RWD)

vs.

vs.

More data per patient 
(p >> n)

More specific phenomena
(personalised response, smaller cohorts)

vs.

Fundamental tensions

Statistical inferencevs.Mechanistic phenomena
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Resource-intensive.

Requires diverse and highly specialised skill sets beyond the 
core domain of expertise.

Implies: Compromises all over the pipeline.
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“miR-155 Activates Cytokine Gene Expression in 
Th17 Cells by Regulating the DNA-Binding Protein 
Jarid2 to Relieve Polycomb-Mediated Repression.”

Common denominator



Patients with SARS-Cov-2 
confirmed by PCR

Patients without SARS-
Cov-2 confirmed by PCR

Median age (IQR)—years 63 (53–72) 60 (49–73)

Male 787/1,309 (60.1%) 90/167 (53.9%)

Race/ethnicity—Hispanic 577/1,268 (45.5%) 62/167 (37.1%)

Race/ethnicity—African 
American 278/1,268 (21.9%) 46/167 (27.5%)

Race/ethnicity—White 277/1,268 (21.8%) 43/167 (25.7%)

Race/ethnicity—Asian 73/1,268 (5.8%) 5/167 (3.0%)

Race/ethnicity—Other 63/1,268 (5.0%) 11/167 (6.6%)

Obesity (BMI ≥30) 465/1,176 (39.5%) 34/149 (22.8%)a

Comorbidities—hypertension 420/1,268 (33.1%) 67/167 (40.1%)

Comorbidities—diabetes 293/1,268 (23.1%) 34/167 (20.4%)

Comorbidities—CKD 167/1,268 (13.2%) 27/167 (16.2%)

… … …

Del Valle et al. , Nature Medicine (2020)



Common denominator: Language & Abstraction!

where x1(t) is the serum concentration of cytokine 
and its rate of change by x2(t)



LLMs dramatically lowered the barriers

LMs as few-shot 
learners

Prompting

Integrating 
Human Feedback

InstructGPT

LLMs for Scientific & 
Formal InferenceTransformers

BERT
GPT

Galactica
Codex

Reasoning & User intent interpretation 
(Emergent)

Low-rank Adapter 
(LoRA) 

finetuning
Specialised/
OS Models

Accessibility

for interpreting language





Identifying and aligning elements of intent in the instruction.

Identifying essential attributes and events of the target character.

Identifying essential attributes of the target ethical framework.

Relating these attributes (e.g. contrasting).

Committing to a conclusion.

Sticking to what is relevant for the argument.

Organising into an argumentation structure.

Perfect fluency, meaning and thematic coherence.

A lot happened here













Abductive Reasoning



● First introduced by Peirce (1903).
● Inference to the best explanation.
● “Abduction is the mechanism via which we generate hypotheses about what we observe.”
● Dialogues closely with assumed background knowledge.

Veen, Creative leaps in theory: the might of abduction (2021)

What Sherlock does well.

Abductive inference



Accumulated
Knowledge

Hypotheses
Questions

Natural Language 
Inference (NLI)

NLI
Models

Adapted from: https://human-centered.ai/project/explainable-ai-fwf-32554/

Cytokine release syndrome (CRS): 
Significant adverse event of T cell-engaging 
therapies.

Need: Predictive models for CRS
Problem: Lack of patient-level datasets.
Can one explore relevant evidence in the 
literature?

Bogatu et al. (JBI, 2023)

Evidence-based inference

https://human-centered.ai/project/explainable-ai-fwf-32554/


Problem: small cohorts

Bogatu et al. (JBI, 2023)

Silveira et al. (FI, 2022)

Detecting toxicity events for CAR-T cell therapies
Cytokine release syndrome



Meta-review informed
XAI Predictive model
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Meta-review informed
XAI Predictive model

~ 460 papers 17 highly 
aligned papers

Parameter 
extraction

Meta-review

19hs 38hs 7 mins

Bogatu et al. (JBI, 2023)

Silveira et al. (FI, 2022)

Meta-review analysis

Papers, reports

Large Language Models

Detecting toxicity events for CAR-T cell therapies

Problem: small cohortsIntegrating evidence from the literature

Cytokine release syndrome





~ 460 papers 17 highly 
aligned papers

Parameter 
extraction

Meta-review

LLM

context window
chain of prompts

GPT 3.5

Table builder

Layout Extractor

Not possible one year ago!Demo Wysocki & Wysocka



Dynamic models Dynamics-informed XAI 
Predictive model

Problem: small cohortsIntegrating available mechanistic knowledge

Silveira et al. (FI, 2022)

Detecting toxicity events for CAR-T cell therapies
Cytokine release syndrome



Describing interactions between immune cells and cytokines

Equations, numerical values Code

Very abstract intent!

Kareva et al., bioarxiv: 2022.02.15.48058 (2022)
Hopkins et al., IFAC (2018)



Evidence Retrieval



~ 375,600
CT reports

Jullien et al. (Semeval 2022)

Patient-Trial Matching: Trial Finder



~ 375,600
CT reports

Coarse-grained 
ranking

LLM

context window

chain of prompts

GPT 3.5

Layout Extractor

Neural-indexing

eligibility criteria

Neural-search

ranked list
(relevant trials)

Patient description

Fine-grained 
inference

LM LM

Demo from Bogatu, Jullien
Jullien et al. (Semeval 2021)



Video 4



Jullien et al. (Semeval 2022)

Patient-Trial Matching: Trial Finder



Generating explanations



Abductive Natural Language Inference (ANLI)

Claim: Specialized cells protect the human body from disease-
causing microbes by producing chemicals that destroy the microbes.

True | False

Why? (Explanation)

Specialized cells are a source of 
chemicals that destroy disease-

causing microbes.

disease-causing microbes have a 
negative impact on the body. 

Inference to the best explanation
(facts, evidence)

~10.000 facts

Multi-hop
Multi-premise







- interpretability
- verifiability
- control (inference guarantees)

● Step-wise explicit (verbalised) inference.
● Formal, verifiable argument & explanation.
● Preserving the positive aspects of LLMs.
● Improving control.

Scientific inference



BRCA2 protein is a tumour 
suppressor involved in HRR.

BRCA2 is a human gene that 
encodes the BRCA2 protein.

BRCA2 promotes the assembly of RAD51 
homolog 1 onto SS DNA in HRR.

BRCA2 is a human protein involved in HRR.

BRCA2 and RAD51 homolog 1 are both 
involved in HRR in humans.

The binding of BRCA2 and RAD51 homolog 1 catalyzes the 
joining of undamaged homologous molecules.

HRR is the primary process for 
repairing DNA double strand breaks.

HRR repairs damage to DNA using information 
copied from a homologous undamaged molecule.

Undamaged homologous molecules are provided by sister chromatids 
or paternal/maternal copies of chromosomes.

HRR is a DSB DNA repair process wherein damaged DNA is 
replaced by undamaged homologous molecules from sister 
chromatids or paternal/maternal copies of chromosomes.

BRCA2 is a human protein involved 
in DSB DNA break repair via HRR

RAD51 is a eukaryotic gene that 
encodes the RAD51 homolog gene.

Claim: BRCA2 promotes the joining of undamaged homologous repair 
molecules via RAD51 homolog 1 in humans.

~1.000.000.000 facts

Expert-level scientific inference & explanation



Large Language
Models (LLMs) Formal

Neuro Symbolic

+

● Step-wise explicit (verbalised) inference.
● Formal, verifiable argument & explanation.
● Preserving the positive aspects of LLMs.
● Improving control.

Neuro-symbolic

Scientific inference
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constraint-based (Diff-explainer)
unification-based (SCAR)

variational autoencoders (VAEs)
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Thayaparan, Valentino, Freitas, Findings of the ACL (2021)
Valentino, Thayaparan, Ferreira, Freitas, AAAI (2022)

Architectures for Explanation generation



On Reasoning Infrastructures



Lunar







Take-away

Universal framework for integrating and organising heterogeneous evidence

*Very* exciting times to do AI for Science!

Controlling 
reasoning

Large Language 
Models

Are a (monumental!) game-changing foundation.
Transformers are an efficient substrate for modelling language and reasoning.
Fluidity/lower impedance between representation modalities: 

… -> Text -> Structure -> Equation -> Code -> …
Alone they are not fit for purpose for scientific reasoning.

Scientific reasoning requires complex pipelines.
Robust methods already exist to extend LLMs in the direction of rigorous reasoning.
(multiple models, chains/trees-of-thought, symbolic augmentation, retrieval 
augmentation – text, tables and graphs, toolformers, differentiable symbolic solvers)
Need for a coordination infrastructure.

Emerging foundations for industrialised scientific inference



Thank you for your attention!

Generously supported by:

contact: andre.freitas@manchester.ac.uk




