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More applied
Large Language Models (LLMs) for supporting scientific discovery.

More foundational
Paradigms for controlling inference over Language Models.

Today



Hypotheses
Questions

New context

New data

Prototypical scientific workflow



Select
relevant 

background 
knowledgeHypotheses

Questions

New context

New data

Prototypical scientific workflow



Select
relevant 

background 
knowledgeHypotheses

Questions

New context
Translate to a

computable expression

Data (phenomenal level)New data

function y = simulate 
CRS(x1, x2, t)
…
end

Solve, Simulate

Prototypical scientific workflow



Select
relevant 

background 
knowledgeHypotheses

Questions

New context
Translate to a

computable expression

Elicit
relevant patterns

Contrast
to new data

Data (phenomenal level)New data

function y = simulate 
CRS(x1, x2, t)
…
end

Solve, Simulate

Prototypical scientific workflow



Select
relevant 

background 
knowledgeHypotheses

Questions

New context
Translate to a

computable expression

Elicit
relevant patterns

Contrast
to new data

Data (phenomenal level)New data

Hypothesise
an explanation

function y = simulate 
CRS(x1, x2, t)
…
end

Solve, Simulate

Prototypical scientific workflow



Select
relevant 

background 
knowledgeHypotheses

Questions

New context
Translate to a

computable expression

Elicit
relevant patterns

(Formally) Extend
existing model

Contrast
to new data

Data (phenomenal level)New data

Hypothesise
an explanation

function y = simulate 
CRS(x1, x2, t)
…
end

Solve, Simulate

Prototypical scientific workflow



Select
relevant 

background 
knowledgeHypotheses

Questions

New context
Translate to a

computable expression

Elicit
relevant patterns

(Formally) Extend
existing model

Contrast
to new data

Data (phenomenal level)New data

Hypothesise
an explanation

function y = simulate 
CRS(x1, x2, t)
…
end

Solve, Simulate

Corroborate
with previous

evidence

Prototypical scientific workflow



Select
relevant 

background 
knowledgeHypotheses

Questions

New context
Translate to a

computable expression

Elicit
relevant patterns

(Formally) Extend
existing model

Contrast
to new data

Data (phenomenal level)New data

Hypothesise
an explanation

function y = simulate 
CRS(x1, x2, t)
…
end

Solve, Simulate

Corroborate
with previous

evidence

Prototypical scientific workflow



Abductive NLI
Premise selection

Automating meta-analysisHypotheses
Questions

New context
Translate to a

computable expression

Elicit
relevant patterns

(Formally) Extend
existing model

Contrast
to new data

Data (phenomenal level)New data

Hypothesise
an explanation

function y = simulate 
CRS(x1, x2, t)
…
end

Solve, Simulate

Corroborate
with previous

evidence

Automating scientific inference/discovery



Abductive NLI
Premise selection

Automating meta-analysisHypotheses
Questions

New context

Elicit
relevant patterns

(Formally) Extend
existing model

Contrast
to new data

Data (phenomenal level)New data

Hypothesise
an explanation

function y = simulate 
CRS(x1, x2, t)
…
end

Solve, Simulate

Corroborate
with previous

evidence

Auto-coding
Auto-formalisation

Automating scientific inference/discovery



Abductive NLI
Premise selection

Automating meta-analysisHypotheses
Questions

New context

(Formally) Extend
existing model

Data (phenomenal level)New data

Hypothesise
an explanation

function y = simulate 
CRS(x1, x2, t)
…
end

Solve, Simulate

Corroborate
with previous

evidence

Auto-coding
Auto-formalisation

Auto-coding
Auto-formalisation
Abstraction models

Automating scientific inference/discovery



Abductive NLI
Premise selection

Automating meta-analysisHypotheses
Questions

New context

(Formally) Extend
existing model

Data (phenomenal level)New data

Hypothesise
an explanation

function y = simulate 
CRS(x1, x2, t)
…
end

Solve, Simulate

Corroborate
with previous

evidence

Auto-coding
Auto-formalisation

Auto-coding
Auto-formalisation
Abstraction models

Symbolic regression
Explanation generation

Automating scientific inference/discovery



Abductive NLI
Premise selection

Automating meta-analysisHypotheses
Questions

New context

(Formally) Extend
existing model

Data (phenomenal level)New data

Hypothesise
an explanation

function y = simulate 
CRS(x1, x2, t)
…
end

Solve, Simulate

Corroborate
with previous

evidence

Auto-coding
Auto-formalisation

Auto-coding
Auto-formalisation
Abstraction models

Symbolic regression
Explanation generation

Abductive NLI 
Premise selection

Automating scientific inference/discovery



“miR-155 Activates Cytokine Gene Expression in 
Th17 Cells by Regulating the DNA-Binding Protein 
Jarid2 to Relieve Polycomb-Mediated Repression.”

Common denominator



Patients with SARS-Cov-2 
confirmed by PCR

Patients without SARS-
Cov-2 confirmed by PCR

Median age (IQR)—years 63 (53–72) 60 (49–73)

Male 787/1,309 (60.1%) 90/167 (53.9%)

Race/ethnicity—Hispanic 577/1,268 (45.5%) 62/167 (37.1%)

Race/ethnicity—African 
American 278/1,268 (21.9%) 46/167 (27.5%)

Race/ethnicity—White 277/1,268 (21.8%) 43/167 (25.7%)

Race/ethnicity—Asian 73/1,268 (5.8%) 5/167 (3.0%)

Race/ethnicity—Other 63/1,268 (5.0%) 11/167 (6.6%)

Obesity (BMI ≥30) 465/1,176 (39.5%) 34/149 (22.8%)a

Comorbidities—hypertension 420/1,268 (33.1%) 67/167 (40.1%)

Comorbidities—diabetes 293/1,268 (23.1%) 34/167 (20.4%)

Comorbidities—CKD 167/1,268 (13.2%) 27/167 (16.2%)

… … …

Del Valle et al. , Nature Medicine (2020)



Common denominator: Language & Abstraction!

where x1(t) is the serum concentration of cytokine 
and its rate of change by x2(t)



Evidence Selection & 
Automating Meta-analysis



Meta-review 
analysis

Papers, reports

Meta-review informed
Predictive CRS model

LLM

~ 460 papers 17 highly 
aligned papers

Parameter 
extraction

Meta-review

19hs 38hs 7 mins

Bogatu et al. (JBI, 2023)

Predicting toxicity: Cytokine Release Syndrome (CRS) events for CAR-T cell therapies

Predicted CRS

Extracting evidence from the literature at scale





~ 460 papers 17 highly 
aligned papers

Parameter 
extraction

Meta-review

LLM

context window

chain of 
prompts

Mistral 7B

Table builder

Demo Wysocki, Wysocka, Carvalho, Bogatu, Miranda

Extract tables

Extract PDF

Extract text

Linearise tables

e.g. TNF-α: 
'tumor necrosis factor–α’,
'Tumor necrosis factor–α’,
‘TNF-α', 'TNFα', 'TNF-a', 'TNFa', 'TNF’, 
'Tumor necrosis factor alpha’, 
'tumor necrosis factor alpha'

Select relevant sections

KB-query

325x efficiency gain



Lunar
AI coordination infrastructure





Evidence-based Scientific 
Reasoning



Biomarker discovery & LLMs







Multi-step decomposition
Lowering the ‘impedance’ across heterogeneous evidence and tools
Harmonising the evidence space
Which can be reasoned over (linguistically, mechanistically, etc ..) 



PenicillinPenicillium 
Chrysogenum

produces has activity

Organisms produce compounds which can deliver therapeutic properties.

(Fungi, plants, extremophiles) (antibiotic properties)

Testing each compound is a long and expensive process (~1M CHF / per compound).

Assessing what is already known is essential to prioritise, avoid rediscoveries and dead-ends.

associated antibiotic activity

Drug Discovery



produces has activity

Testing each compound is a long and expensive process (~1M CHF / per compound).

Assessing what is already known is essential to prioritise, avoid rediscoveries and dead-ends.

ChEBI

DB: 84
+Lit: 1144

DB: 5
+Lit: 2323

For a target list of 64 organisms

28.301 passages 49.671 abstracts

Drug Discovery



Thermomyces lanuginosus



Thermomyces lanuginosus



Controlling Language 
Models & Formal Inference



Large Language
Models (LLMs) Formal

Neuro Symbolic

+

● Step-wise explicit (verbalised) inference.
● Formal, verifiable argument & explanation.
● Preserving the positive aspects of LLMs.
● Improving control.

Neuro-symbolic

Scientific Reasoning



- interpretability
- verifiability
- control (inference guarantees)

● Step-wise explicit (verbalised) inference.
● Formal, verifiable argument & explanation.
● Preserving the positive aspects of LLMs.
● Improving control.

Scientific Reasoning

In our context (some notational abuse):
- explanations | arguments
- proofs | derivations



Premises
…
5- Inhibiting PARP results in accumulation of SS breaks.
6- NHEJ does not use a template to repair DSB and can cause increased genomic instability.
7- PARP1 synthesis PAR which recruits repair proteins to sites of DNA damage
8- In the absence of functional HRR genes, DNA repair defaults to NHEJ.
9- PARP1 synthesises PAR.
10- PAR recruits repair proteins to damaged DNA site.
…
15- PALB2 is required for the localization of BRCA2 to sites of DNA damage
16- PALB2…encodes a major BRCA2 binding partner that controls its intranuclear localization and stability.
17- RAD51 is a eukaryotic gene that encodes the RAD51 homolog gene.
18- BRCA2 promotes the assembly of RAD51 homolog 1 onto SS DNA in HRR.
19- BRCA2 is a human gene that encodes the BRCA2 protein.
20- BRCA2 protein is a tumour suppressor involved in HRR.
21- HRR is the primary process for repairing DNA double strand breaks.
22- HRR repairs damage to DNA using information copied from a homologous undamaged molecule.
23- Undamaged homologous molecules are provided by sister chromatids or paternal/maternal copies of chromosomes.
...

Intermediate Steps
24. Loss of PALB2 leads to a deficiency in HRR, causing the cells to rely on other DNA repair mechanisms. 
(Combination of premises 8, 15, 16, 21, 22)
25. Inhibiting PARP in cells lacking PALB2 results in the accumulation of DNA damage due to the reliance on a singular repair 
mechanism, leading to synthetic lethality. (Combination of premises 5, 9, 10, 24)

Conclusion
Patients with loss of PALB2 may benefit from PARP1 inhibition due to synthetic lethality, causing cells to rely on a singular 
mechanism to repair cumulative damage to DNA. 

RAG

T|F?



Ethical Reasoning

Quan, Valentino, Freitas, EACL (2024)



Quan, Valentino, Freitas, EACL (2024)



Predictive Task

External symbolic solvers elicit valid and complete reasoning.
Logic-Explainer improve LLMs on identifying underlying moral violations.
Incomplete explanations impact LLMs’ performance.
Neo-Davidsonian semantics enhances logical consistency in complex sentence representation.

Ethical Reasoning

Explanation 
Quality



Causal Reasoning

Dalal, Valentino, Freitas, Buitelaar, arXiv, 2402.10767 (2024)



Synthetic-stepwise, Maths (algebraic/calculus), OOD
Meadows, Valentino, Teney, Freitas, arXiv:2305.12563 (2023)
Meadows, Valentino, Freitas, arXiv:2307.09998 (2023)
Meadows, James, Freitas (2024)

Mathematical Reasoning

Incompleteness

Symbolic/algebraic 
inference



Controlling Language Spaces

Contemporary linguistic objects live on high-dimensional embedding spaces.
implies a geometry

entanglement, non-separation

Implications in terms of inference safety, out-of-distributional generalisation, …

Q: Can we develop embedding models with better control properties? 
better geometrical-semantic alignment

Fundamental for rigorous scientific reasoning
Explanations | Definitions

Properties of these spaces are poorly characterised and controlled.



Semantic properties

Disentanglement properties

Separability properties

Language Variational Autoencoders (VAEs)



Zhang, Carvalho, Valentino, Pratt-Hartmann, Freitas, EACL Findings (2024)
Zhang, Carvalho, Pratt-Hartmann, Freitas, arXiv:2305.01713 (2023)
Carvalho, Zhang, Freitas, EACL Findings (2022)



Reasoning over definitions



Multi-relational Hyperbolic Embeddings

Nickel & Kiela, NIPS (2017)



Valentino, Carvalho, Freitas, EACL (2024)

Multi-relational Hyperbolic Embeddings



Valentino, Carvalho, Freitas, EACL (2024)

Multi-relational Hyperbolic Embeddings



Universal framework for integrating and reasoning over heterogeneous evidence

Controlling 
reasoning

Large Language 
Models

Are a game-changing foundation.
Transformers are an efficient substrate for modelling language.
Alone they are not fit for purpose for full scientific reasoning.

Decomposition: Scientific reasoning requires coordination infrastructures.
Formal augmentation: Close integration LLMs with symbolic solvers.
Geometrical-semantic alignment: Language VAEs.

Emerging foundations for scaling-up scientific inference

Take-away



Thank you for your attention!

Generously supported by:

contact: andre.freitas@manchester.ac.uk

ai-reasoning.net

mailto:andre.freitas@manchester.ac.uk



