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Evidence Selection & 
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Meta-review 
analysis

Papers, reports

Meta-review informed
Predictive CRS model

LLM

~ 460 papers 17 highly 
aligned papers

Parameter 
extraction

Meta-review

19hs 38hs 7 mins

Extracting evidence from the literature at scale

Bogatu et al. (JBI, 2023)

Predicting toxicity: Cytokine Release Syndrome (CRS) events for CAR-T cell therapies

Predicted CRS





~ 460 papers 17 highly 
aligned papers

Parameter 
extraction

Meta-review

LLM

context window

chain of 
prompts

Mistral 7B

Table builder

Demo Wysocki, Wysocka, Carvalho, Bogatu, Miranda

Extract tables

Extract PDF

Extract text

Linearise tables

e.g. TNF-α: 
'tumor necrosis factor–α’,
'Tumor necrosis factor–α’,
‘TNF-α', 'TNFα', 'TNF-a', 'TNFa', 'TNF’, 
'Tumor necrosis factor alpha’, 
'tumor necrosis factor alpha'

Select relevant sections

KB-query

325x efficiency gain



Lunar
AI coordination infrastructure





64 years old  woman with:
• multiple myeloma, 
• s/p allogeneic transplant with recurrent disease and with systemic amyloidosis (involvement of lungs, tongue, bladder, heart), 
• on hemodialysis for ESRD who represents for malaise, weakness, and generalized body aching x 2 days. 
• she was admitted with hypercalcemia and treated with pamidronate 30mg, calcitonin, and dialysis. 
• patient was initially treated with melphalan and prednisone, followed by VAD regimen, and autologous stem cell transplant. 
• with relapse of her myeloma, she received thalidomide velcade and thalidomide, which were eventually also held due to 

worsening edema and kidney function.

~ 375,600
CTs

Demo from Bogatu, Jullien
Jullien et al. (Semeval 2022, EMNLP 2023)

Matching patients to clinical trials
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Biomarker discovery & LLMs









Multi-omics data integration



2017

Figure credit : Lara-Benitez et al, 2020

2020 2022 2023

Brown et al (Arxiv:2005.14165, 2020)
Stienon et al (NeurIPS, 2020)

Ouyang et al 
(NeurIPS, 2022)

scGPT
scBERT

Enformer
GeneFormer

…

Omics transformers

Vaswani et al (NeurIPS, 2017)

The unreasonable effectiveness of transformers
Adapting transformers for multi-omics data analysis to improve 
the modelling of heterogeneous cell states/populations

Intuition: ground-up modelling of the ‘cell-discourse’



Modelling complex cell-states for biomarker discovery

ML, Statistical inference 
models



Predictive models

…

Omics Transformers

Pre-training (learning broader molecular/morphological motifs)

Fine-tuning

Modelling complex cell-states for biomarker discovery



Applications

• Biomarker discovery, improving patient stratification and tumour subtyping.
• Improving biological understanding between responders and non-responders.

• Improving clinical trial design – integrating maximum available evidence.
• Dose optimisation. 
• Improving the prediction of toxicity effects.
• Improving patient-treatment matching and patient accessibility to clinical trials.
• Improving the understanding and outcomes of clinical trials:
• Optimising screening.
• Reducing patient drop-out.
• Understanding protocol deviation.

• Organising observational evidence in the clinic – structuring electronic health records.
• Major implications in terms of optimising drug discovery pipelines
• E.g. Drug repurposing.



Concluding remarks



Universal framework for integrating, organising and reasoning over heterogeneous evidence

Significant analytical changes

New emerging foundations for analytical inference in oncology

Selection & integration of unstructured and structured evidence at scale

Better integration between mechanistic and data-driven inference

Common denominator

Addressing analytical barriers in personalised/experimental cancer medicine 

More data per patient
More specific phenomena (personalised response, smaller cohorts) (p >> n)

Take away



Evidence-based reasoning

Large Language Models

Are a (monumental!) game-changing foundation.
Transformers are an efficient substrate for modelling language, omics and reasoning.
Fluidity/lower impedance between representation modalities: 

… Text, Databases, Pathways, Equations, Code …
Alone LLMs are not fit for purpose for biomedical reasoning.

Biomedical AI-based reasoning requires complex coordination pipelines.
... and domain experts building them.
Implement once, reuse forever.
Allows using maximum available evidence.
Magnitude order efficiency gains.

Take away



Thank you for your attention!

Supported by:

contact: andre.freitas@manchester.ac.uk

Work in collaboration with:

Alex Bogatu, Caroline Dive, Danilo Carvalho, Donna Graham, Fouziah Butt, Loic Verlingue, 
Louise Carter, Marco Valentino, Maxime Delmas, Harriet Unsworth, Mael Julien, 
Magdalena Wysocka, Oskar Wysocki



European Society for Medical Oncology (ESMO)
Via Ginevra 4, CH-6900 Lugano
T. +41 (0)91 973 19 00
esmo@esmo.org

esmo.org

andre.freitas@manchester.ac.uk




